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Abstract
The two most generally diagnosed Neurodegenerative diseases are the Alzheimer and Parkinson diseases. So this paper

presents a fully automated early screening system based on the Capsule network for the classification of these two

Neurodegenerative diseases. In this study, we hypothesized that the Neurodegenerative diseases-Caps system based on the

Capsule network architecture accurately performs the multiclass i.e. three class classification into either the Alzheimer

class or Parkinson class or Healthy control and delivers better results in comparison other deep transfer learning models.

The real motivation behind choosing the capsule network architecture is its more resilient nature towards the affine

transformations as well as rotational & translational invariance, which commonly persists in the medical image datasets.

Apart from this, the capsule networks overcomes the pooling layers related deficiencies from which conventional CNNs are

mostly affected and unable to delivers accurate results especially in the tasks related to image classification. The various

Computer aided systems based on machine learning for the classification of brain tumors and other types of cancers are

already available. Whereas for the classification of Neurodegenerative diseases, the amount of research done is very limited

and the number of persons suffering from this type of diseases are increasing especially in developing countries like India,

China etc. So there is a need to develop an early screening system for the correct multiclass classification into Alzheimer’s,

Parkinson’s and Normal or Healthy control cases. The Alzheimer disease and Parkinson progression (ADPP) dataset is

used in this research study for the training of the proposed Neurodegenerative diseases-Caps system. This ADPP dataset is

developed with the aid of both the Parkinson’s Progression Markers Initiative (PPMI) and Alzheimer’s disease Neu-

roimaging Initiative (ADNI) databases. There is no such early screening system exist yet, which can perform the accurate

classification of these two Neurodegenerative diseases. For the sake of genuine comparison, other popular deep transfer

learning models like VGG19, VGG16, ResNet50 and InceptionV3 are implemented and also trained over the same ADPP

dataset. The proposed Neurodegenerative diseases-Caps system deliver accuracies of 97.81, 98, 96.81% for the Alzheimer,

Parkinson and Healthy control or Normal cases with 70/30 (training/validation split) and performs way better as compare

to the other popular Deep transfer learning models.
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Introduction

The Parkinson disease (PD) and Alzheimer’s disease (AD)

are the two most common diagnosed Neurodegenerative

diseases, which generally diagnosed in old age people

(Alzheimer’s Association 2017). The common symptoms

of a person suffering from Alzheimer are memory loss,

difficulty in completing normal tasks, challenges in plan-

ning etc. The lessening of certain specific nerve cells

alongside plaques (neuritic) just outside the neuron and

accumulation of neurofibrillary tangles in the inner side of

neuron (McKhann et al. 1984) is the major cause for the

Alzheimer disease and disturbing the normal functionality

of brain cells. The early diagnosis of AD will be very

helpful for the proper care of patients as this AD is

incurable. The most effective way of diagnosing the AD is

the use of various medical imaging modalities like Positron

emission tomography (PET), Computed tomography (CT),

Magnetic resonance imaging (MRI) etc. to carry out the

patient’s brain scans. Since the James Parkinson was the

first one to explain this Parkinson’s disease so it is known

as the Parkinson’s disease. This PD is also commonly

diagnosed in old age people. The slow movements, face

with no expressions, difficulty in standing from the chair,

muscle rigidity, tremors, shaky handwriting, very low

speech etc. are its major symptoms (Borek et al. 2006). The

deficiency of Dopamine (acts as a neurotransmitter) in the

human brain is the major cause of PD, which occurs due to

the depletion of neurons (Ferreri et al. 2006). The PD just

like AD is also highly progressive in nature and at the same

time incurable too. So its diagnosis in the early stages will

be very helpful in terms of providing proper healthcare to

patients. The MRIs scans are mostly preferred by the

physicians as compare to other medical imaging modalities

like CT, PET etc. for the diagnosis of PD because the

accurate Neuro-anatomic biomarkers are exhibited by the

MRIs scans. Even the radiologists find it very tough to

examine and perceive the inherent details of subcortical

structures taken in these MRI scans with the help of bare

eye because of the three dimensional nature. So there is an

imperative need of an early screening system which can

assist the radiologist and perform the analysis at the same

time easily handle the minute intrinsic details of these three

dimensional brain structures (Bakator and Radosav 2018;

Lundervold and Lundervold 2019). The general set up for

acquiring the MRI images of patients suffering from Alz-

heimer and Parkinson is presented with the aid of Fig. 1

below.

The application of machine and deep learning in the

context of classification of various brain structural disor-

ders is proved to be very useful and research oriented

especially in the last five years. The CAD systems based on

machine learning utilizing the medical imaging data and

electronic medical records are proved to be very accurate

in terms of accurate classification as well as prediction of

various brain disorders. Apart from this substantial amount

of research is previously been carried out in order to pro-

pose numerous CAD systems for automating the task of

diagnosis of liver cancer, breast cancer, lung cancers etc.

utilizing the Structural MRI scans, fMRI, PET, CT etc. But

still the magnitude of research done in the domain of

Neurodegenerative disease classification is far less as

compare to Glioma and other types of brain tumor detec-

tion. The Fig. 2 below simply presents a statistical com-

parison among the number of research articles and studies

published in the domain of Brain tumor (Glioma) classifi-

cation and Neurodegenerative diseases i.e. Alzheimer,

Parkinson based on machine and deep learning.

The conventional neural networks and deep transfer

learning models are very popular and widely used by the

researchers because of their high performance and efficient

nature. As in these neural networks and deep transfer

learning models, there is no need of manual segmentation

and feature extraction unlike conventional machine learn-

ing models, so these deep learning models are more pop-

ular and hence completely automate the task of either

binary or multi class classification (Russakovsky et al.

2015). But these conventional neural networks also tends to

suffered from some deficiencies especially related to

pooling layers, which affects their performance especially

in the image classification task. So in order to overcome the

deficiencies of existing neural networks and deep transfer

learning models, the Capsule networks are used especially

for the small size, medium size and augmented image

datasets. The use of Capsule network offers advantages like

robustness towards data rotations and affine transforma-

tion, also requires small size training datasets etc. (Sabour

et al. 2017). Another important attribute of Capsule net-

work is the use of routing by agreement or dynamic routing

in order to overcome the issues related to pooling layers

(Sara et al. 2017; Worrall et al. 2017). The application of

the Capsule network based models are already being tried

out especially in the field of Covid-19 classification uti-

lizing the Chest X ray and CT scans images (Afshar et al.

2020; Tiwari and Jain 2021; Heidarian et al. 2021) and has

delivers very encouraging results. The Capsule network

based models has also delivered very good results in the

domain of breast cancer classification (Wang et al. 2021),

Lung Cancer classification (Ali and Ali 2021; Adu et al.

2021a, b),Brain tumor classification (Adu et al. 2021a, b)

and other cancer type classification. The Capsule network

performs better for the image classification tasks as it tends

to learn the good weights for feature extraction and image

classification along with how to infer spatial pose param-

eters from the image (Jiménez-Sánchez et al. 2018). All

Cognitive Neurodynamics

123



these attributes makes the Capsule network an ideal alter-

native for the classification of multiclass Neurodegenera-

tive disease classification. The major contributions of this

research study are as follows:

• A Capsule network based framework was proposed for

the Multiclass classification of Neurodegenerative dis-

eases for the first time.

• In order to showcase the robustness, efficiency and

applicability of this Neurodegenerative diseases-Caps

system in real time, large size ADPP dataset is used for

the training and testing purpose.

• To study the behavior and performance of our proposed

Neurodegenerative diseases-Caps system in comparison

with other popular deep transfer learning models. The

VGG-16, VGG-19, ResNet 50 and InceptionV3 are also

implemented and trained over the same ADPP dataset.

Related work

The magnitude of research done in the domain of Alzhei-

mer and Parkinson disease classification using Machine

and Deep learning is very limited. Initially the Alzheimer

Fig. 1 General Procedure to acquire the MRI sequences from the patients suffering from Alzheimer and Parkinson diseases
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and Parkinson classification approaches based on Machine

learning uses the classifiers like Support vector machine

(SVM), Radial based function SVM (RBFS), least absolute

shrinkage and selection operator (LASSO) etc. (Li et al.

2014a, b; Dyrba et al. 2015; Garali et al. 2018; Peng et al.

2017; Amoroso et al. 2018). These classifiers are trained

with the help of Diffusion tensor images (DTI) features,

Graph theoretical measures, Entropy features, shape based

and volume based features etc., which are extracted from

the segmented region of interest. These machine learning

based approaches in turn tends to perform either binary

classification or multiclass classification categorizing the

Alzheimer or Parkinson cases into their corresponding

stages.

With the advent of Convolutional neural networks and

Deep learning, the fully automated approaches for the

binary as well as multiclass classification of Alzheimer and

Parkinson diseases into their corresponding stages are

proposed. Generally the Deep Convolutional Neural Net-

work, Max Pooling based CNN, 3D neural network,

enhanced probabilistic neural network framework (EPNN)

etc. models are used in those approaches (Fulton et al.

2019; Talo et al. 2019; Yagis et al. 2019; Ramzan et al.

2020; Naz et al. 2021; Mozhdehfarahbakhsh et al. 2021).

Majority of these Alzheimer and Parkinson classification

approaches are utilizing the Global datasets like ADNI,

PPMI, MIRIAD and OASIS etc. for the training and testing

purpose. These datasets are having the Axial and Sagittal

view MRI sequences. A brief comparison among some of

the state of the art Alzheimer and Parkinson classification

approaches based on the Machine as well as Deep learning

are presented with the help of Tables 1 and 2 below.

The following points can be concluded from the brief

literature review done above, which are as follows:

1. There is no unified system proposed yet either based on

the Machine learning or deep learning for early

screening of both the neurodegenerative diseases like

Alzheimer and Parkinson. There is a need of a unified

automated system in order to classify both the

Alzheimer and Parkinson disease as both are neurode-

generative diseases in real time.

2. The majority of approaches for the classification of

Alzheimer and Parkinson diseases are utilizing only the

axial MRI scans, whereas there is still experimentation

is required to be done with the sagittal view MRI scans

and can even generate more accurate results. As these

sagittal view MRI scans are mostly used by the

radiologists for the diagnosis of Neurodegenerative

diseases as they present more information about the

grey matter content of the human brain.

3. As ADNI and PPMI databases are the mostly used

repositories consist of MRI images of both the

neurodegenerative diseases. So these two databases

are used to develop a common ADPP datasets

consisting of sagittal view Alzheimer diseases and

Parkinson Progression MRI scans.

4. As Capsule networks are the evolving fields of deep

neural networks delivering better results in present

scenario. So the Capsule network can be utilized for

the development of the Neurodegenerative disease as

no such approach exist yet.

Material and methods

There are two major stages in the proposed Neurodegen-

erative diseases-Caps system. The initial stage is all about

downloading the Sagittal view MRI scans of Alzheimer

and Parkinson’s diseases along with the healthy cases from

the ADNI and PPMI global databases. As these MRI scans

are present in the DICOM (Digital Imaging and Commu-

nications in Medicine) format, so convert them into the

PNG (Portable Network Graphics) format as it offers

compression of lossless nature. Followed by the proper

selection of informative and precise sagittal view MRI

scans with the aid of the Radiologists in order to develop

training and testing datasets. The fine tuning and training of

the Capsule Network with the help of this multiclass ADPP

dataset is done in the second stage in order to perform the

multiclass classification of Neurodegenerative dieses into

Alzheimer or Parkinson or Healthy cases. The overall

proposed Neurodegenerative disease-Caps system is illus-

trated with the help of Fig. 3 given below.

ADPP dataset

This dataset consist four thousand and eight hundred MRI

scans of patients suffering from the Alzheimer and

Parkinson diseases along with the scans of healthy controls

i.e. normal cases for the training and validation purpose.

From the ADNI and PPMI databases, around sixteen

hundred Sagittal view MRI scans each of Alzheimer

patients, Parkinson’s patients and healthy controls are

taken for training purpose. Almost all the researchers

working in the domain of research are using these two

ADNI (https://www.adni.loni.usc.edu) and PPMI (Marek

et al. 2011) datasets. From the PPMI and ADNI databases

around 90 healthy control cases, 80 Alzheimer and 80

Parkinson are downloaded in DICOM format. Each

downloaded case will results into around 188–190 sagittal

images, when converted from the DICOM format into the

PNG format. Now out of those 188–190 sagittal images per

case or subject around 20 sagittal images are selected with

the help of Radiologist. In case of Alzheimer patient, the
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sagittal images that presents the best view of regions like

entorhinal cortex, cerebral cortex and hippocampus are

selected as these regions are precisely diagnosed by the

radiologist for the correct prognosis of Alzheimer diseases.

Whereas the sagittal images that best represents the Stria-

tum, Substantia Nigra and Nigrostriatal regions of human

brain are selected for the Parkinson disease cases as these

regions are mostly affected in a patient suffering from the

Parkinson disease. Similarly the sagittal images that best

presents the above mentioned regions of human brain are

selected in case of healthy control. The selected images

undergoes preprocessing in order to remove the image

artefacts. The images free from all type of artefacts are now

used for the training and testing purpose. Apart from this a

separate ADPP testing dataset is also used consist of only

200 sagittal images of Alzheimer, Parkinson and Normal

cases each.

Table 1 A comparison among some of the state of the art Alzheimer disease classification approaches based on the Machine and Deep learning

Author

name and

year

Machine learning classifier or Deep learning

model

Modalities used Result (Accuracy)

AD vs. healthy

control (%)

Datasets

used

Li et al.

(2014a)

LBP and SVM classifier MRI sequence 82.8 ADNI

database

Li et al.

(2014b)

SVM and Diffusion tensor images (DTI) features T1 sequence MRI 94.3 Local

dataset

Dyrba et al.

(2015)

SVM sMRI, dMRI, Resting state-fMRI 85 Local

dataset

Farzan

et al.

(2015)

RBFS MRI sequence 91.7 ADNI

Ni et al.

(2016)

SVM and multiple kernel learning (MKL) Resting state-fMRI 76 ADNI

Doan et al.

(2017)

LASSO T1 sequence MRI 81 Local

dataset

Glozman

et al.

(2017)

SVM PET and MRI 88.13 ADNI

Guo et al.

(2017)

Multi-kernel SVM Resting state-fMRI 91.60 Local

dataset

Garali et al.

(2018)

SVM FDG-PET 97.88 Local

dataset

Wang et al.

(2018)

The leaky rectified linear unit and max pooling

based CNN model

T1-weighted Gradient-Echo sequence and

Magnetization-Prepared Rapid Gradient-

Echo (MP-RAGE)

97.7 Local

dataset

Choi and

Jin (2018)

Deep convolutional neural network PET images 96 ADNI

Goceri

(2019)

3D neural network MRI images 98.06 ADNI

Fulton et al.

(2019)

Resnet-50 MRI images 98 OASIS

Talo et al.

2019

Resnet-34 MRI images 99 Local

dataset

El-Sappagh

et al.

(2020)

Stacked convolutional neural network (CNN)

and Bidirectional long short-term memory

(BiLSTM)

MRI images 92 ADNI

Feng et al.

(2020)

3D-CNN-SVM MRI images 92 ADNI

Ramzan

et al.

(2020)

ResNet18 rs-fMRI 97 ADNI

Naz et al.

(2021)

VGGNet, AlexNet, GoogLeNet, ResNet,

DenseNet, Inceptionv3, InceptionResNet

MRI images 97 delivered by

VGGNet

ADNI
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The Table 3 below simply illustrates the demographic

information of the ADPP dataset used in this paper.

Capsule network

Capsule network comprises of capsules. In capsule network

each capsule is a group of neurons. Activity vectors of the

neurons of a capsule represents different instantiation

Table 2 A comparison among some of the state of the art Parkinson disease classification approaches based on the Machine and Deep learning

Author name and year Machine learning classifier or deep

learning model

Modalities used Result (accuracy) PD

vs. healthy control (%)

Datasets

used

Adeli et al. (2016) Least squares formulation of linear

discriminant analysis (LS-LDA)

classifier

T1 sequence MRI 82 PPMI

Peng et al. (2017) Multi-kernel support vector machine

(SVM)

T1 weighted MRI 86 PPMI

Amoroso et al. (2018) Random forest and SVM classifiers T1 weighted MRI 93 PPMI

Oliveira et al. (2017) SVM The single-photon emission computed

tomography scans (FP-CIT SPECT)

98 PPMI

Yagis et al. (2019) VGG 16 and ResNet 50 T1 weighted MRI 82 PPMI

Chakraborty et al.

(2020)

3D convolutional neural network (CNN)

architecture

T1 weighted MRI 95 PPMI

Vyas et al. (2021) 2D and 3D CNN T1 weighted MRI 88.9 PPMI

Mozhdehfarahbakhsh

et al. (2021)

Customize CNN T1 weighted MRI 94 PPMI

Fig. 3 The proposed neurodegenerative disease-Caps system architecture for the multiclass classification of Neurodegenerative diseases
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parameters of the concerned entity. Length of these vectors

denotes the probability that a spatial entity exists (Hinton

et al. 2011). In CNN, existence of pooling layers can be

attributed for most deficiencies but this is not the case with

capsule networks since capsule networks uses routing by

agreement principle. Using this principle, the generated

outputs of the first layer are communicated to parental level

capsules of next layer (Sara et al. 2017).

Even though the capsules’ coupling coefficient are dif-

ferent, all the capsules attempts to recognize the parental

capsules’ outputs. Expected conformations to the objecti-

fied outputs of the parent capsules causes an increase in the

coupling-coefficient of the related capsules (Shahroudnejad

et al. 2018). Therefore if output of the capsule x is lx, it’s

exposure for the parent capsule y is calculated using the

formula

l0yjx ¼ Oxylx

where lyjx denotes the higher layer yth capsule’s expected

vector of its output as calculated by the capsule x in the

succeeding layers. The weighted coefficient matrix as

learned in the regressive process is Oxy.

The amount of conformations of the beneath layer and

parent capsules work as the foundation of the coupling

coefficient hxy can be deduced as

hxy ¼ exp gxy
� �

=
X

z

exp gxzð Þ

where gxy denotes the probability of log, for deciding

whether capsule x is connected to capsule y or not and

initialized to zero at the beginning of the process. Thus the

parent capsule qy input vector can be defined as

qy ¼
X

x

hxyl
0
yjx

The subsequent as mentioned below is applied to ensure

that capsules’ outputs never go past 1. Initial vector can be

used to define finial outputs of each capsule according to

below equation

my ¼ qy
�� ���� ��2qy= 1þ qy

�� ���� ��2
� �

qy
�� ���� ��

where qy and my denotes the capsule y’s input vector and

output respectively. In such a routing process, the log

updates’ probability is numerous, it means that considering

the contracts between my and lyjx exploiting the realities of

the two supportive vectors, produces a bigger inner prod-

uct. Hence, contract fxy for updating the log probability as

well as coupling coefficient can be calculated as:

fxy ¼ my:l
0
yjx

A function that aims high loss values on capsules having

long output instigation parameters when the existence of an

entity is not recorded is called loss function and it is cal-

culated by:

tz ¼ Rzmax 0;mþ � mzj jj jð Þ2þd 1� Rzð Þmax 0; mzj jj j � m�ð Þ2

where Rz is 0 but it is 1 whenever class k exists. The d, m�,

mþ parameters should be established when learning pro-

cedure begins since these are important parameters. The

architecture of capsule network consists of a single layer of

convolutional filters and two layers of capsules as dis-

cussed in (Mukhometzianov and Carrillo 2018). Excep-

tionally, it needed three layers of interconnected neurons

Table 3 The Demographic information of the ADPP dataset

Global

dataset

Type No. of cases taken for

training

No. of cases taken for

testing

Gender Cases age

group

MRI Modality

view

Number of scans

taken for

Training Testing

ADNI AD 80 14 24 females and 26

males

65–90 Sagittal 1600 200

HC 50 8 35 females and 15

males

60–93 Sagittal 900 100

PPMI PD 80 14 20 females and 30

males

39–80 Sagittal 1600 200

HC 40 8 26 females and 24

males

31–80 Sagittal 700 100
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that make an effort to recreate the inputs by means of the

instantiation parameters from the capsules associated to

true labels.

Designing the neurodegenerative diseases-Caps

After exploring the numerous architectures of the capsule

network, we decided to create a model that consist of four

layers along with the Input layer. The layers of our created

model is as follows:

1. In order to cut training time as well as for decreasing

parameters, the MRI sequences are down-sized from

512 9 512 to 480 9 120.

2. In our model, 2nd layer is the main capsule layer

comprising of 32 channels for convolution where every

capsule contains 9 9 9 kernel and stride value is 2

(Sara et al. 2017).

3. There are 3-capsules in the final year corresponding to

3-class i.e. AD, PD and Healthy control. These two

classes actually represents the major Neurodegenera-

tive diseases, we have considered in our study. These

capsules has a dimension of 16.

4. Three connected layers consisting of 512, 1024, 4096

neurons form the decoder segment. To reduce the re-

building loss neurons in the input layer is equal to the

quantity of image pixels in the output layer.

Although considering the risk of over-fitting and under-

fitting, an early stopping algorithm (Goodfellow et al.

2016) is used but our network achieved actually well on the

large size ADPP dataset. Accordingly, the training process

will stop when the validation accuracy starts declining at

every epoch’s end for the period of model training. The

model summary of the Neurodegenerative diseases-Caps is

presented with the help of Fig. 4 below.

The overall algorithm for this stage is given below as:

Fig. 4 The proposed

neurodegenerative diseases-

Caps model summary
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Comparison approach

The four popular deep transfer learning models like

VGG16 (Simonyan and Zisserman 2015), VGG19 (Liu and

Wang 2019), ResNet50 (He et al. 2016) and InceptionV3

(Szegedy et al. 2014) are used for the sake of comparison

and evaluation on the ADPP dataset. These four DTL

models are initially fine-tuned and trained using the aug-

mented ADPP dataset. The ultimate object of this com-

parison is to illustrate that how these commonly used DTL

models performs on the ADPP dataset and their perfor-

mance can be compared with the Capsule network based

Neurodegenerative diseases-Caps model. The Algorithm 2

for the comparison approach is given as:

Cognitive Neurodynamics
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All the four deep transfer learning models are trained

and evaluated with a learning rate equal to 0.00001, mini-

batch size of 16 and Adam (Kingma 2015) is opted as an

optimizer technique for the weights adjustment. Whereas

the size of input image and number of epochs required to

converge varies from model to model. The dropout method

(Srivastava et al. 2014) is utilized in order to avoid the

problem of over fitting. The Table 4 below illustrates the

configuration parameters of VGG16, VGG19, InceptionV3

and ResNet50 DTL models.

Results and simulation

The Google Colaboratory (colab) platform powered by the

NVidia Tesla T4 GPU along with Python 3.6 is used for the

implementation and experimentation. The ADPP dataset is

used in the 70/30 split, which means 70% of ADPP dataset

is used for training and remaining 30% for validation. For

testing additional 200 AD, PD and normal cases MRI

sequence are taken as the ADPP testing dataset. The

Multiclass confusion matrix of the proposed Capsule net-

work based system over the ADPP testing dataset is pre-

sented with the help of Table 5 below. Whereas the

Multiclass confusion matrices of the four deep transfer

learning models over the ADPP testing dataset used for the

comparison are illustrated with the help of Table 6 below.

The numbers highlighted in bold in the table 5 and 6 are

the correctly classified MRI sequences of AD, PD and

normal cases in the ADPP test dataset by the pro-

posed Neurodegenerative diseases-Caps system and four

deep transfer learning based systems used for compari-

son. From these Multiclass confusion matrices, the values

of True positive (TP), True Negative (TN), False Positive

(FP) and False Negative (FN) are derived for the Alzhei-

mer class, Parkinson class and Normal or Healthy class.

The step by step procedure for determining the values of

these TP, TN, FP and FN parameters for each class is

somewhat different in Multiclass i.e. three class classifi-

cation as compare to the conventional binary class classi-

fication. Although this step by step procedure for

Table 4 The configuration

parameters of VGG16, VGG19,

InceptionV3 and ResNet50

DTL models

DTL models parameters VGG16 VGG19 InceptionV3 ResNet50

Input image size 224*224 224*224 299*299 224*224

Number of layers 16 19 48 50

Learning rate 0.00001 0.00001 0.00001 0.00001

Batch size 16 16 16 16

Number of epochs to converge 100 100 200 200

Momentum 0.9 0.9 0.9 0.9

Optimizer Adam Adam Adam Adam

Table 5 Multi class confusion matrix of the proposed Neurodegen-

erative diseases-Caps system over the ADPP test dataset for the

multiclass i.e. three class classification

200/200/200 Alzeihmer Parkinson Healthy control

Alzeihmer 193 4 3

Parkinson 1 198 1

Healthy control 7 8 187
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determining the TP, TN, FP and FN values for the Alz-

heimer class, Parkinson class and Normal class is clearly

illustrated with the help of Appendix 1. These derived TP,

TN, FP and FN values for each class i.e. Alzheimer,

Parkinson and Healthy control are finally used in the

formulas of various statistical parameters or classification

rates in order to determine the performance evaluation of

this proposed system. The derived TP, TN, FP and FN

values for the Alzheimer class, Parkinson class and Healthy

control class of the proposed Neurodegenerative diseases—

Caps system over the ADPP testing dataset are presented

with the help of Table 7.

The statistical parameters or classification rates like

Accuracy, Sensitivity, Specificity and F1-score etc., which

are used for the performance evaluation are well defined in

the Table 8 below. The Tables 8, 9 and 10 below simply

illustrates the performance of the proposed system as well

as the VGG16, VGG19, InceptionV3 and ResNet50 DTL

models over the ADPP dataset for the multiclass classifi-

cation of Neurodegenerative diseases. The Fig. 5 below

simply illustrates the ROC curve, training loss and training

& validation accuracy graphs of the proposed Neurode-

generative-Caps system. The Fig. 6 below simply show-

case the performance comparison graph for comparing the

performance of Capsule network based proposed system

with the VGG19, VGG16, ResNet50 and InceptionV3

based system.

Whereas the training and validation graph of four DTL

models on ADPP dataset is presented with the help of

Fig. 7 above. The training loss curve of all the four DTL

models used for the comparison are presented with the help

of Fig. 8 above. The proposed Capsule network based

system is also compared with some of the state of the art

Table 6 Confusion matrices of the (a) VGG 16, (b) VGG19,

(c) ResNet50 and (d) Inceptionv3 based systems used for comparison

over the ADPP test dataset

200/200/200 Alzeihmer Parkinson Healthy control

(a)

Alzeihmer 171 15 14

Parkinson 10 178 12

Healthy control 10 18 172

(b)

Alzeihmer 185 8 7

Parkinson 6 189 5

Healthy Control 12 14 174

(c)

Alzeihmer 168 14 18

Parkinson 15 171 14

Healthy control 14 16 170

(d)

Alzeihmer 164 16 20

Parkinson 16 168 16

Healthy control 18 17 165

Table 7 The TP, TN, FP and

FN values obtained from the

Multiclass confusion matrix of

the proposed Neurodegenerative

diseases-Caps system

Values/class Alzheimer class Parkinson class Healthy control class

True positive 193 198 185

True negative 392 389 396

False positive 7 2 15

False negative 8 12 4

Table 8 Performance of the proposed Neurodegenerative diseases-Caps system on the ADPP dataset

Classification rates Their formulas Multiclass classification into

Alzheimer Parkinson Healthy control

Accuracy (TP ? TN)/(TP ? TN ? FP ? FN) 97.81 98 96.81

Sensitivity TP/(TP ? FN) 96.02 94.2 97.8

Specificity TN/(FP ? TN) 98.25 99 96.66

Precision TP/(TP ? FP) 96.5 99 92.5

Negative predictive value TN/(TN ? FN) 97.89 97 99

False positive rate FP/(FP ? TN) 0.0175 0.005 0.0332

False discovery rate FP/(FP ? TP) 0.035 0.01 0.0750

False negative rate FN/(FN ? TP) 2.03 0.57 0.021

F1 score 2TP/(2TP ? FP ? FN) 96.26 96.24 95.1

TP True positive, TN true negative, FP false positive, FN false negative
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approaches proposed in the recent years for either per-

forming the Alzheimer classification or Parkinson classi-

fication on the ADNI or PPMI datasets. Their comparison

is presented with the help of Tables 11 and 12. The

classification rates of the proposed Neurodegenerative

diseases-Caps system on the ADNI and PPMI datasets are

highlighted in bold in table 11 and 12.

Table 9 The performance of the

VGG 19 and VGG16 based

systems on the ADPP dataset

Classification rates Multiclass classifications into

Alzheimer Parkinson Healthy control

VGG19 VGG16 VGG19 VGG16 VGG19 VGG16

Accuracy 94.6 92 95 91 94 91

Sensitivity 91.13 90 90 85 94 87

Specificity 96.22 92.9 97 94 94 93.03

Precision 92.5 86 95 89 87 86

Negative predictive value 95.5 95 95.5 92 97 93.5

False positive rate 0.037 0.070 0.028 0.056 0.0628 0.069

False discovery rate 0.075 0.145 0.055 0.11 0.13 0.14

False negative rate 0.088 0.10 0.104 0.156 0.064 0.13

F1 score 91.8 87.4 92 86.6 90.16 86.4

Table 10 The performance of ResNet50 and InceptionV3 based systems on the ADPP dataset

Classification rates Multiclass classifications into

Alzheimer Parkinson Healthy control

ResNet50 InceptionV3 ResNet50 InceptionV3 ResNet50 InceptionV3

Accuracy 89.8 88 90.17 89 89.6 88

Sensitivity 85.2 83 85.07 83.5 84.14 82.09

Specificity 92 91 92 91.9 92.46 91.2

Precision 84 82 85.5 84 85 82.5

Negative predictive value 92 91.5 92.5 91.7 91.89 91

False positive rate 0.079 0.089 0.072 0.0802 0.075 0.087

False discovery rate 0.16 0.18 0.145 0.16 0.15 0.175

False negative rate 0.147 0.1717 0.149 0.16 0.158 0.179

F1 score 84.6 82.4 85.2 83.7 84.58 82.2

Fig. 5 The ROC curve (a), training loss curve (b) and training and validation accuracy graph (c) of the proposed Neurodegenerative-Caps system
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Discussion

The proposed Neurodegenerative disease-Caps system

based on the Capsule network is proved to be very accurate

especially in terms of performing the multiclass classifi-

cation as compare to other deep transfer learning models.

The major reason of employing the Capsule network is its

ability to deal with affine transformations and invariance

(rotational and translational), which very commonly per-

sists in the MRI modalities datasets. This type of auto-

mated systems can be very effectively used for doing the

early screening of patients suffering from the Neurode-

generative disease. The need of such systems is even more

felt or realized in the developing and densely populated

countries, where patient’s to doctor ratio is drastically low.

Such automated system can enhance the diagnostic capa-

bilities as well as efficiency of the radiologists. As the

radiologists are more inclined towards using the sagittal

view MRI sequence for the correct diagnosis of these two

Neurodegenerative diseases as compare to the axial and

coronal view. So we have decided to utilize this sagittal

view MRI sequence for performing the experimentation in

this research study. Another important reason of utilizing

this view of MRI sequence only is the availability of high

quality MRI sequences, which are selected with the aid of

radiologist and tends to deliver better results. There are

already approaches based on machine and deep learning

utilizing the axial view of MRI sequence for performing
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Fig. 6 The performance

comparison graph for

comparing the performance of

Capsule network based

proposed system with the

VGG19, VGG16, ResNet50 and

InceptionV3 based system

Fig. 7 The training and validation graph of four DTL models on ADPP dataset a VGG16, b VGG19, c ResNet50, d InceptionV3
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the classification of either Alzheimer into sub stages or

Parkinson but the experimentation is still required to be

done with the sagittal view. The sagittal view MRI

sequence of human brain offers more information related to

the specific Alzheimer as well Parkinson affected brain

regions like rostral hippocampus, rostral hippocampus,

Medial amygdala, Medial amygdala, caudal area etc. in 2D

as compare to the axial and coronal view. The sagittal view

Fig. 8 The training loss graph of four DTL models on ADPP dataset a VGG16, b VGG19, c ResNet50, d InceptionV3

Table 11 Performance comparison of the proposed Neurodegenerative disease-Caps system with the existing approaches for the Alzheimer

classification on the ADNI dataset

Author and year Machine learning classifier or deep learning model used Accuracy

(%)

Precision

(%)

Sensitivity

(%)

F1 score (%)

Li et al. (2014a, b) Support vector machine 83 82.8 80.4 81

Glozman et al. (2017) Support vector machine 80.54 81 70.59 76

Talo et al. 2019 ResNet34 81.3 80.5 79.9 79

Proposed one Capsule network 97.81 96.5 96.02 96.26

Table 12 Performance comparison of the proposed Neurodegenerative disease-Caps system with the existing approaches for the Parkinson’s

disease classification on the PPMI dataset

Author and year Machine learning classifier or deep learning model

used

Accuracy

(%)

Precision

(%)

Sensitivity

(%)

F1 score

(%)

Peng et al. (2017) Multi-kernel support vector machine (SVM) 85.78 85 87.64 86.2

Sivaranjini et al.

(2019)

Alexnet 88.9 87.5 89.3 88.2

Yagis et al. (2019) VGG16 and ResNet 50 82 81.2 80.1 81.9

Proposed one Capsule network 98 99 94.2 96.24
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MRI sequence thus proved to be more efficient and reliable

for the correct classification of these Neurodegenerative

diseases and this fact is very proved in the result section.

An experimentation that involves feeding of the pro-

posed Neurodegenerative diseases—Caps system with

input MRI sequences with different sizes are done. This

experimentation is done in order to reduce the training time

quotient of the proposed model. The different size MRI

sequences are tried as input in order to find the best input

size that offers the least training time while offering the

best accuracy quotient. As the proposed Capsule network

based model is offering the highest training time with input

as 512*512 size MRI sequence. Whereas the proposed

model offered the best accuracy quotient with least training

time with input of 480*120 size MRI sequence, so this

input size is used in the research study. The other input

sizes that are used in the experimentation are 512*480,

480*480, 480*240, 480*60 etc. This experimentation with

different MRI input sizes is also done in order to observe or

determine that how the proposed capsule network based

model responds to the low resolution input images in the

training phase. This experimentation has given answers to

questions like:

1. Whether the proposed model can deliver good results

with low resolution images?

2. Whether the proposed model is able to better optimize

itself whenever trained with low resolution input

images etc.?

So, yes the proposed model is delivering best accuracy

with least training time with 480*120 size MRI sequence.

Another very important observation of this experimenta-

tion is that the proposed model is able to better optimize

itself during the training phase, whenever trained with

input MRI sequence with resolution of 480*120 in order to

classify the test images correctly later in the testing phase.

The parameters associated with the Capsule network for

the proper tuning are decided after performing a number of

experiments. The Capsule network tends to converges at

500 epochs during training and after that its validation

accuracy is not at all improving.

The performance comparison along with the more

complex deep transfer learning models in the result section

simply proves that the Capsule network based system is

more robust and accurate. Whereas the other four DTL

models which tends to converge much earlier during

training at either 100 or 200 epochs. Apart from the fact,

that the Capsule network are taking more time to converge

and requires lot of hardware resources, there are no other

drawback, which can be associated with this proposed

system. The major reasons behind the better performance

of the proposed Neurodegenerative disease-Caps system in

comparison to the deep transfer learning models over the

ADPP dataset are as follows:

1. The proposed Neurodegenerative disease-Caps system

is based on the routing by agreement principle, so it is

generalizing the invariance and affine transformation

infected input test samples correctly. Whereas the four

deep transfer learning models are completely fail to

generalize such test samples as these DTL models are

based on the pooling layers concept.

2. The deep transfer learning models performs well on the

very large size training datasets, which is not the case

here as the size of the ADPP dataset is not very large.

3. The Capsule networks allows the experimentation to be

done with the input size of training samples. This type

of experimentation will helps in identifying the correct

input size samples, which proved to be accurate and

training time efficient. Whereas the four deep transfer

learning models are rigid in terms of size of input

samples and provides no scope for experimentation.

4. The proposed Capsule network based system is far less

complex as it consist of small number of layers i.e. (4

convolution layers ? primary Input capsule layer).

This less complex nature of the proposed system

makes the hyper parameter tuning part easy and hence

result in more accurate model. Unlike deep transfer

learning models, which consist of large number of

layers and making the task of hyper parameter tuning a

difficult one.

Conclusion

To the best of our knowledge, there is no system proposed

yet for the multiclass classification of major Neurodegen-

erative diseases like Alzheimer and Parkinson. There are

deep learning based automated approaches for the classi-

fication of either Alzheimer or Parkinson diseases alone. So

the proposed Neurodegenerative disease-Caps system is a

unified framework based on Capsule network for the

multiclass classification of these Neurodegenerative dis-

eases. This systems delivers an encouraging accuracy of

above 97, 98 and 96% for the correct classification of

Alzheimer, Parkinson and Normal cases. Whereas the

VGG19, VGG16, ResNet50 and InceptionV3 DTL models

delivers average accuracies of 92, 90, 89 and 87%

respectively. The result section moreover proves that the

proposed Neurodegenerative disease-Caps system based on

Capsule Network outperforms the VGG19, VGG16,

ResNet50 and InceptionV3 models in terms of accuracy

and performance. In future, quotient of multiclass classi-

fication of this system can be further enhanced in order to
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perform the classification of other brain structural disorders

like brain tumors, Schizophrenia, dementia etc.

Supplementary Information The online version contains

supplementary material available at https://doi.org/10.1007/s11571-

022-09787-1.
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